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Introduction
p Real-time constrained optimization is popular

p Solve real-time optimization is challenging

min
x∈Rn

f(x, θ) s.t. x ∈ Kθ
!: input parameter
"!∗ : optimal solution

"!#$% = "!# − %("!#)

"!∗ = ((!)

Ø Conventional methods struggle
• High run-time complexity
• Not suitable for real-time operations

Ø Neural-network scheme is promising
• Low run-time complexity
• Not guarantee prediction feasibility 

Ensure NN solution feasibility is non-trivial

Homeomorphic Projection Framework Experiments
p Minimum-Distortion Homeomorphic mapping

Autonomous driving High-freq. tradingPower network

p Related work and our contributions

Iterative strategy

Input-solution mapping

p Conduct bisection to recover feasibility

p Learning MDH mappings

Kθ = {x ∈ R
2 | x!Qx+ q!x+ b ≤ 0, θ = [Q, q, b]}

p Recover NN solution feasibility

Ø Step 1: map an infeasible prediction:

Ø Step 2: bisection for ) such that:

Ø Step 3: find the near boundary point:

z̃θ = Φ−1

θ
(x̃θ)

α
∗ = supα∈[0,1] {Φθ (α · z̃θ) ∈ Kθ}

x̂θ = Φθ (α∗
· z̃θ)

Ø Homeomorphic mapping: *
• One-to-one mapping
• Continuous in both directions 

Ø Distortion: D * = ,&/,% ≥ 1
• !! = inf"!,""

{ ' (! − ' ($ /||(! − ($||}
• !$ = sup

"!,""
{ ' (! − ' ($ /||(! − ($||}

Ø Constraint set

L(Φ) = Eθ[L(Φθ)] Kθ′ = Φ(B|θ′)Ø Training: Ø Testing:

Ø Optimization problems:
• QCQP, SDP, and AC-OPF

Ø Compared methods:
• Projection, Warm-start, Gradient descent, and H-Projection

HP is the first scheme with feasibility guarantee over ball-
homeomorphic sets, bounded optimality loss, and low run-
time complexity.

Projection for feasibility
• Over a general set: hard
• Over a ball: easy
• Over ball-homeomorphic sets

ü any compact convex set
ü a class of non-convex set

min
ψθ∈Hn

logD (ψθ)

s.t. Kθ = ψθ(B)

Ø Low-distortion HM 
• %!" : ' = )*
• D %!" = 1

Ø High-distortion HM
• %!# : ' = )R ||*|| *
• D %!# ≈ 2.5

p Unsupervised training with INN for MDH mapping

L (Φθ) = V̂ (Φθ(B))− λ1P (Φθ(B))− λ2D̂ (Φθ)
Volume 

maximization
Penalty for
Φθ(B) ⊆ Kθ

Distortion
minimization

Ø Invertible neural network
• Composition of many designed invertible layers 

(e.g., coupling layer)
• Universal approximator for differentiable 

homeomorphic mapping 

Ø Loss function for training INN
• One conditional INN learn all 0-dependent MDH 

mappings

Ø MDH mapping


